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ABSTRACT

Context. The mass-loss rate is a key parameter of hot, massive stagdl-Sale inhomogeneities (clumping) in the winds of thes
stars are conventionally included in spectral analysessbyraing optically thin clumps, a void inter-clump mediumda smooth
velocity field. To reconcile investigations offférent diagnostics (in particular, unsaturated UV resoadines vs. H/radio emis-
sion) within such models, a highly clumped wind with very lovass-loss rates needs to be invoked, where the resonaesedéam
to indicate rates an order of magnitude (or even more) lowan fpreviously accepted values. If found to be realistis, would
challenge the radiative line-driven wind theory and hawaitic consequences for the evolution of massive stars.

Aims. We investigate basic properties of the formation of resoadimes in small-scale inhomogeneous hot star winds with no
monotonic velocity fields.

Methods. We study inhomogeneous wind structures by means of 2D sttictend pseudo-2D radiation-hydrodynamic wind mod-
els, constructed by assembling 1D shapshots in radialldeddent slices. A Monte-Carlo radiative transfer codéchvireats the
resonance line formation in an axially symmetric sphenwaiald (without resorting to the Sobolev approximation), isgented and
used to produce synthetic line spectra.

Results. The optically thin clumping limit is only valid for very weaknes. The detailed density structure, the inter-clump
medium, and the non-monotonic velocity field are all importfar the line formation. We confirm previous findings thadiedion-
hydrodynamic wind models reproduce observed charadterist strong lines (e.g., the black troughs) without apmdythe highly
supersonic ‘microturbulence’ needed in smooth modelsirtermediate strong lines, the velocity spans of the cluarpof central
importance. Current radiation-hydrodynamic models mtesfdans that are too large to reproduce observed profilessialvery low
mass-loss rate is invoked. By simulating lower spans in 2idtsistic models, the profile strengths become drasticadlyaed, and
are consistent with higher mass-loss rates. To simultahgoweet the constraints from strong lines, the inter-clungalium must be
non-void. A first comparison to the observed Phosphorus \bigbin the O6 supergiamt Cep confirms that line profiles calculated
from a stochastic 2D model reproduce observations with a#uss rate approximately ten times higher than that derfir@m the
same lines but assuming optically thin clumping. Tentfitieis may resolve discrepancies between theoreticaligtieds, evolu-
tionary constraints, and recent derived mass-loss ratessaggests a re-investigation of the clump structure prediby current
radiation-hydrodynamic models.
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1. Introduction 1995; Dessart & Owocki 2005), where the line-driven (or dine

. . L deshadowing) instability causes a small-scale, inhomeges
Mass loss through supersonic stellar winds is pivotal f& th,: 4 in poth density and velocity.

physical understanding of hot, massive stars and theiosod-

ings. A change of only a factor of two in the mass-loss rate has Direct observationa¢vidence of a small-scale, clumped stel-

a dramatic &ect on massive star evolutian (Meynet et al. 1994)ar wind has, for O-stars, so far only been given for two otsiec

Winds from these stars are described by the line-driven ttied ¢ Pup and HD 93129A (Eversberg etlal. 1998; Lépine &Tdb

ory (Castor et al. 197%; Pauldrach etial. 1986), which tiawalit [2008). Muchindirect evidence, however, has arisen from quan-

ally assumes the wind to be stationary, spherically symimetrtitative spectroscopy, where the standard way of deriviagsn

and homogeneous. Despite this theory’s apparent success (#ss rates from observations nowadays is via line-blamkete

Vink et all |2000), evidence for an inhomogeneous and timeen-LTE (LTE: local thermodynamic equilibrium) model at-

dependent wind has over the past years accumulated, necemibspheres that include a treatment of both the photosphere

summarized in the proceedings from the workshop ‘Clumpirand the wind. Wind clumping has been included in such codes

in hot star winds’l[(Hamann et al. 2008) and in a general revidi@.g., CMFGENI|(Hillier & Miller|1998), POWR. (Grafener et al

of mass loss from hot, massive stars (Puls gt al. 2008b). 2002), FASTWIND ((Puls et al. 2005)) by assuming statiskcal
That line-driven winds should be intrinsically unstableswadistributedoptically thindensity clumps and a void inter-clump

already pointed out by Lucy & Solomon (1970), and was latenedium, while keeping the smooth velocity law. The major

confirmed first by linear stability analyses and then by djregesult from this methodology is that any mass-loss rate de-

radiation-hydrodynamic modeling of the time-dependentdwvi rived from smooth models and density-squared diagnostigs (

(e.g.,.Owocki & Rybicki 1984 Owocki et al. 1988; Feldmeieinfra-red and radio emission) needs to be scaled down by the
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square root of the clumping factor (which describes the ovison to observations in Se€i. 6, and summarize our findinds an
density of the clumps as compared to the mean density, sedline future work in Seck]7.

Sect.[2.R). For example, Crowther et al. (2002), Bouretlet al

(2003), and Bouret et al. (2005) have concluded that a rexfuct

of ‘smooth’ mass-loss rates by factors.37 might be neces- 2. Wind models

sary. Furthermore, from a combined optjtRlradio analysis of
a sample of Galactic O-giarissipergiants, Puls etlal. (2006) de
rived upper limits on observed rates that were factors.of 2
lower than previous Festimates based on a smooth wind.

For wind models, we use customary spherical coordinates
(r, ®, @) with r the radial coordinat® the polar angle, and the
azimuthal angle. We assume spherical symmetry in 1D models
) and symmetry inb in 2D models. In all 2D model® is sliced

On the other hand, the strength of UV resonance lines (ifto N, equally sized slices, giving a lateral scale of coherence
Cygni lines’) in hot star winds depends linearly on the deffor an opening angle) 188, degrees. This 2D approximation
sity and is therefore not believed to be directijeated by op- s discussed in Se¢f.6.4. Below we describe the model tygpes p
tically thin clumping. By using the Sobolev with exact intemgarily used in the present analysis; two are of stochastiraa

gration technique (SEI; ci. Lamers et al. 1987) on the unsaind two are of radiation-hydrodynamic nature.
urated Phosphorus V (PV) lines, Fullerton et al. (2006) for a

large number of Galactic O-stars derived rates that weterfsc o o
of 10...100 lower than corresponding smooth/kadio values 2.1. Radiation-hydrodynamic wind models

i vty o g vy use ne tme-dependent racionydrodynai (e
g RH) wind models from_Puls et al. (1993, hereafter ‘POF’); cal

wind theory and have dramatic consequences for the evoluti lated by S. Owocki, and from Feldmeier et al. (1997, here-

of, and the feedback from, massive stars |(cf. Smith & Owoc .
L ; ’ . v er ‘FPP’), and the reader is referred to these papersdeor d
2006;1 Hirschi 2008). Indeed, a puzzling picture has emerg(?g?lsl Here)we summarize a few important aspgctz. POF as-

and it appears necessary to ask whether the present tretaIfnegume a 1D, spherically symmetric outflow, and circumvent a

}[Iiv(lgﬁy(:ltlrj]mpé?ugrrﬁ)ssajici/eor}g ::r: ?é?%f&anqg E?]Z;ﬁijma%:jogss%ggt- etailed treatment of the Wi_nd energy equation by ass_uming
velocity field may ’not be adequate to infer préper rates under isothermal flow. Perturbations are triggered by photesph
certain conditions _s%und waves. The wind consists of 800 radial points, ex_tend—

: ing to roughly 5 stellar radii. FPP also assume a 1D, sphirica
symmetric outflow, but include a treatment of the energy equa
tion. Perturbations are triggered either by photosphearimd
waves or by Langevin perturbations that mimic photospheric
imtulence. The wind consists of 4000 radial points, extentting
roughly 30 stellar radii. Tests have shown that the FPP winds
é/ield similar results for both flavors of perturbations, afat
éimplicity, we therefore use only the results of the turbake
model.

Due to the computational cost of obtaining the line force,
only initial attempts to 2D RH simulations have been carried
out (Dessart & Owocki 2003, 2005). These authors first used a
ptrictly radial line force, yielding a complete lateral aferent

structure due to Rayleigh-Taylor or thin-shell instakgkt and in
the follow-up study uses a restricted 3-ray approach to@gpr
mate the lateral line drag, yielding a larger lateral coheegbut
lacking quantitative results. Therefore, and becauseefjin-

In this first paper we attempt to clarify the most importanéral dominance of the radial component in the radiativeinigiv
concepts by conducting a detailed investigation on thengmt we create fragmented 2D wind models from our 1D RH ones
sis of UV resonance lines from inhomogeneous two-dimemsionhy assembling snapshots in tBedirection, assuming indepen-
(2D) winds. We create both pseudo-2D, radiation-hydrodyina dence between each slice consisting of a pure radial floverAft
wind models and 2D, stochastic wind models, and produgfe polar angle has been sliced itNg equally sized slices, one
synthetic line profiles via Monte-Carlo radiative transéal- random snapshot is selected to represent each slice. Ttische
culations. We account for and analyze tfgeets from a wind for creating more-D models from 1D ones is essentially thessa
clumped inbothdensity and velocity as well as théects from  as the ‘patch method’ used by Dessart & Owbeki (2002), when
a non-void inter-clump medium. Especially we focus on linegynthesizing emission lines for Wolf-Rayet stars, and teéhmd
with intermediate line strengths, comparing the behavithese ysed by, e.g!, Oskinova etldl. (2004), when synthesizingyX-r
lines with the behavior of both optically thin lines and sated |ine emission from stochastic wind models. Fijy. 1 displays-t

lines. Follow-up studies will include a treatment of emissi cal velocity and density structures from this type of 2D mlode
lines (e.g., H) and an extension to 3D, and the development of

simplified approaches to incorporatéests into non-LTE mod- o
els. 2.2. Stochastic wind models

Optically thin vs. optically thick clumps. |Oskinova et all(2007)
used a porosity formalism (Feldmeier et al. 2003; Owocki.et
2004) to scale the opacity from smooth models and investig
impacts fronoptically thickclumps on the line profiles @fPup.
Due to a reduction in thefiective opacity, the authors were abl
to reproduce the PV lines without relying on a (very) low mas
loss rate, while simultaneously fitting the optically thig khe.
This formalism, however, was criticized by Owacki (2008)avh
argued that the original porosity concept had been devdlfipe
continuum processes, and that line transitions ratherlgfumss
pend on the non-monotonic velocity field seen in hydrodymra
simulations. Proposing a simplified analytic descriptiorat-
count for this velocity-porosity, or ‘vorosity’, he showémabw
also this &ect may reduce theffective opacity.

In Sect[2 we describe the wind models and in Sédct. 3 thée also study clumpy wind structures created by means of dis-
Monte-Carlo radiative transfer code. First results fromi@Bo- torting a smooth, stationary, and spherically symmetriedniia
mogeneous winds are presented in Sdct. 4, and an extensivespachastic procedures. This allows us to investigate tipaats
rameter study is carried out in S€ct. 5. We discuss some @spémm, and to set constraints on fidirent key parameters with-
of the interpretations of these results and perform a finstgar- out being limited by the values predicted by the RH simula-
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Fig. 1.Left panel:Density contour plots of one stochastic (upper plot) andrRiH€FPP, lower plot) model. The Cartesian coordinate
Z is on the abscissa antlis on the ordinateRight panel:Density and velocity structures of one slice in one stoébé@spper) and
one RH (FPP, lower) model. Over densities are marked witdfitlots. For model parameters and details, see[Selct. 2.2.

tions. For the underlying smooth winds we adopt a stangardactor f,, defined as the fractional volume of the densélgAs
velocity lawvg(r) = (1 - b/r)?. Here and throughout the paperrelated quantity is thelumping factor

we measurall velocities in units of the terminal velocity,,,

andall distances and length scales in units of the stellar radiys, _ (0% 1

R.. bis given byv(r = 1) = Vmin, the velocity at the base of " = ()2’ @)

the wind.vmin = 0.01 is assumed, roughly corresponding to the

sound speed. For a givén, the homogeneous density structur@s defined by Owocki et al. (1988), where angle brackets éenot
then follows directly from the equation of continuity. Weattse temporal averages. Identifying temporal with spatial ages

B = 1, which is appropriate for a standard O-star wind and ae may write for a two component medium (cf. Abbott et al.
lows us to derive simple analytic expressions for wind maiss&981)

and flight times.
fu+(1-f)x

=— e 2
¢TI+ - f)%l? @
with
A model clumped in density. First we consider a two compo-y. - Pic 3)

nent density structure consisting of clumps and a rarefite-in “” pa
clump medium (hereafter ICM), but keep e 1 velocity law. . . . o )
Clumps are released randomly in radial direction at the rinni@e ratio of low- to high-density gas (subscript ic denotesrt
boundary, independently from each slice. The release i'ralraodumlp and cl denotes clump). For a voik(= 0) ICM, pai/(p)
direction means that a given clump stays within the same sI@ v = fa. i.€, f then describes the over density of the clumps
during its propagation through the wind. The average tirterin S compared to the mean density.

val between the release of two clumpssiswhich here and in

the following is expressed in units of the wind’'s dynamicéima model clumped in density and velocity. Next we consider
scaletyyn = Ry /Veo. also a non-monotonic velocity law, using the spatial disttion

and widths of the clumps described in the previous paragraph
The RH simulations indicate that, generally, strong sheelsa-

. N rate denser and slower material from rarefied regions withdi
The average distance betwee_n clum.ps thus’ﬁ.'&’ I-€. velocities. Building on this basic result, we now modify tre
clumps are spatially closer in the inner wind than in the DU,y fields in our stochastic models by adding a random per-
wind, and for examplét = 0.5 (in tyn) gives an average clumpyhation to the locaw value prior to the starting point of each

separation of 0.5 (ifR,) at the point wherer = 1 (in v,,). We clump, so that the new velocity becomgg. A jump velocity’
Wthereafter determined by a random subtraction fignmow

when propagating outwards, and that the underlying motel's ;g the added perturbation as the maximum subtractioat. Th

tal wind mass is conserved within every slice. This radiahgh ;
distributionis the same as the one used by Oskinovalet al. (206%’)

when simulating X-ray emission from O-stars, bLIlfetls _from Vpre = Vg + Vj X 2Ry Vpost = Vi — Vj X 2R1Ry, (4)
the one used by Oskinova et al. (2007) when investigatinggor
ity effects on resonance lines (see discussion in §edt. 6.5). Thewe here notice that, is normalized to theotal volume, i.e..f, =
radial clumpwidths are here calculated from the actual win@...1. In some literaturd, is identified with the straight volume ratio
geometry and clump distribution by assuming@ume filling V¢ /Vi., which then implicitly assumes th¥t; < V.
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Table 1. Basic parameters defining a stochastic wind modgiat treats resonance line formation in a spherical andlpxia
clumped in density and with a non-monotonic velocity field. symmetric wind using an ‘exact’ formulation (e.g., withaet
sorting to the Sobolev approximation). The restriction Big

Name Parameter Considered range of course a shortage, but has certain geometrical and camput
Volume filling factor f, f, =001...10 tional advantages and should befsient for the study of gen-
Average time interval be- & 6t [tayn]= 0.05...1.5 eral properties, as discussed in Secil. 6.4. A thorough igéiscr
tween release of clumps and verification of the code can be found in Apperndix A.
ICM density parameter, EQJ 3xc X =0...01 Photons are released from the lower boundary (the photo-
\Ffe'oc'ty span of clump ov 0v/ovs = ~100... 10 ohpare) and each path is followed until the photon has either
Parameter determining they, vi/vs =0.01...0.15 left the wind o b back di he ph hersicB
jump velocity eft the wind or been backscattered into the photosphersicBa
assumptions are a line-free continuum with no limb darkgnin
- emitted at the lower boundary, no continuum absorption @ th
“r wind, pure scattering lines, instantaneous re-emissind, reo
1.0f overlapping lines (i.e., singlets). These simplifyinguaagtions,

except for doublet formation, are all believed to be of minor
importance to the basic problem. By the restriction to €hgl
line formation we avoid confusion betweeffexts on the line
profiles caused by line overlaps and by other important param
eters, but on the other hand it also prevents a direct cosyari
to observations for many cases (but see $edt. 6.6). A censist
treatment of doublet formation will be included in the faltaup
study.

0.8}

Fig. 2. Non-monotonic velocity field and corresponding param#. First results from 2D inhomogeneous winds

eters in a stochastic model. . . )
Throughout this section we assume a thermal veloeity=

0.005 (in units ofv,, and~ 10 kms?, appropriate for a stan-
whereR; andR; are two random numbers in the interval O to 1dard O-star wind), and apply no microturbulence. After abri
Vpre — Vpost IS the jump velocity as determined by the parameteliscussion on the impact of the observer’s position and iogen
v;. By multiplying R; by two, we make sure that the mean perangles, we concentrate on investigating the formationrofs,
turbation at the ‘pre’ point isj, andR, allows for an asymmetry intermediate, and weak lines. In our definition, an interiated
aboutv; (see Fig[R). The clump is assumed to stamyad, and line is characterized by a line strerlgify = 5.0 chosen such as
its velocity span is set by assuming a value dofévs, where to almost precisely reach the saturation limit isrmoothmodel
ov is the velocity span of the clump am; the corresponding (cf. Fig.[3).
quantity for the same clump with a smooth velocity law (see By investigating these fierent line types, we account for the
Fig.[2). Inspection of our RH models suggests that veloaisy g tight constraints that exist for each flavorwvigak linesshould
dients within density enhancements primarily are neg4ee be independent of density-clumping properties as long as th
also Sect,_6]3), and negative gradients are also adoptedsh nglumps remain optically thin, ii) fointermediate linesither
of our stochastic models. Finally we assume a constant #gloesmooth models overestimate the profile strengths or mass-lo
gradient through the ICM. rates are lower than previously thought (e.g. the PV proptem

Overall, the above treatment provides a phenomenologi&dct[1), and iiistrong saturated lineare clearly present in hot
description of the non-monotonic velocity field seen in Ridtar UV spectra, and observed features need to be repraduced
simulations. The descriptionfiiers from the one suggested bysuch as high velocityX v.,) absorption, the black absorption
Owocki (2008), who uses only one parameter to charactédreze trough, and the reduction of re-emitted flux blueward of the |
velocity field (whereas we have two). Our new formulation isenter.
motivated by both observational and modeling constranots f
strong and intermediate lines, as discussed in Beét. 6.5. N )

The basic parameters defining a stochastic model are listbd- Observer’s position and opening angles
in Table[1. Fig[1L (right panel) shows the density and veJocite opgerved spectrum as calculated from a 2D wind structure
structures of one slice in a stochastic model, with densily pyenends on the observer's placement relative to the star (se
rametersly = 0.1,6t = 1.0, xc = 0.005, and velocity parametersnhandix[A). As it turns out, however, this dependence is rel
v = 0.15; andév = —ovs. Clump positions have been high-, a1y weak in both the stochastic and the RH models (therlat
!'ghFed with filled dots and a comparison to a RH model (FP is demonstrated in the upper panel of [Fig. 3). Tests havershow
Is given. In Fhe RH mod_el, we havg identified cllump POSIONg ¢ the variability of the line profile’s emission part isignif-
by highlighting all density points with values higher thatet ;-5 The variability of the absorption part may be deteleta
corresponding smooth model. The left panell shows the dpns& least near the blue edge, but is still insignificant for ithe
contours .Of the same models, where, for clarity, only thecn tegrated profile strength; the equivalent width of the ajton
r=>5is displayed. part is almost independent of the observer's position. Alteo

opening angle, 189Ng, primarily has a smoothingkect on the

3. Radiative transfer profiles. In Fig[(B, prominent discrete absorption featamgsear

To compute synthetic line profiles from the wind models, we? with «, proportional to the product of mass-loss rate and abundance
have developed a Monte-Carlo radiative transfer code (M{-2of the considered ion, see Appenfik A.
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L in the beginning of this section are reproduced without &idgp

a highly supersonic and artificial microturbulence. Thesa f

tures arise because of the multiple resonance zones in a non-

monotonic velocity field, and are present in spherically syat

ed ric RH profiles as well (see POF for a comprehensive discus-
Oobsfgée ] sion); the main dterence between 1D and 2D is a smoothing

e OE120° effect, partly stemming from averaging over all observer angle

(see above). The absorption at velocities higher than thanel

is stronger in FPP than in POF, due to both a higher veloc#ty di

persion and a larger extent of the wing,{x ~ 30 as compared

to rmax ~ 5, see Secl.2.1); more overdense regions are encoun-

tered in the outermost wind, which (because of the flatness of

the velocity field) leads to an increased probability to absx

almost the same velocities.

For the intermediate lines, we again see the qualitative fea
tures of the strong lines, though less prominent. As contpare
to smooth models, a minabsorptionreduction is present at
velocities lower than the terminal, but compensated by the b
edge smoothing. Therefore the equivalent width of the liree p
file's absorption part in the FPP model is approximately équa
to that of the smooth model, whereas in the POF model it is re-
duced by~ 10%. This minor reduction agrees with that found
by Owaocki (2008), and is not strong enough to explain the ob-
servations without having to invoke a very low mass-loss.rat

For the weak lines, the absorption part is marginally stesng
than from a smooth, 1D model.

Avera

obs’

Normalized flux
o

Normalized flux

4.3. Stochastic models

In this subsection we use a ‘default’ 2D, stochastic modéh wi
ST parameters as specified in Table 2. By comparing this model
r 1 to models in which one or more parameters are changed, we
] T R B R demonstrate keyfiects in the behavior of the line profiles.

15 1.0 0.5 0.0 -05 -1.0 -15

) o ] Strong lines. For strong lines, the line profiles from the default
Fig. 3. Synthetic line profiles calculated from 2D RH modelsmodel reproduce the observational constraints describéiiei
The abscissa is the dimensionless frequen¢tq.[A.11), nor- first paragraph of this section. As in the RH models, we apply
malized to the terminal velocity, and the ordinate is the fluxo microturbulence. Figl4 (left panels) demonstratesrtipo-
normalized to the continuuntUpper panel:Profiles from POF tance of the ICM in the default model; the absorption part of a
models withxo = 5.0. The upper plot displays profiles for anyery strong line is not saturated wheg = 0. That is, with a
observer placed at th@q,s angles as labeled in the figure and goid ICM we will, regardless of the opacity, always have line
profile averaged over ag = 30 angles. The lower plot displaysphotons escaping their resonance zones without ever atitega
averaged profiles for threeftérentNe. Lower panel:Averaged with any matter, thereby de-saturating the line. This ICMifin
profiles from FPP and POF models wity = 30, and with jng agrees with that df Zsargd ef &l. (2008), who point oat th
«o = 1000 (upper)o = 5.0 (middle), ands = 0.05 (lower). For 3 non-void ICM is crucial for the formation of highly ionized
comparison, 1D, smooth profiles with the same values @fe  species such as O VI. We also notice that —v; (used in the
shown as well. default model) does not permit clumps to have velocitiehéig

than the locaV;; value, preventing absorption at velocities higher
than the terminal one when the ICM is void.
near the blue edge in the model witly = 1 (spherical sym-
metry), but are smoothed out in the ‘broken-shell’ modelgwi
Ne = 30 and 60. The equivalent widths of the absorption pa
are approximately equal for all three models.

Because our main interest here is the general behavior
the line profiles, we choose to work only witliy = 30 and
profiles averaged over all observer angles from here on. Work
with averaged line profiles has great computational adgasta
because roughly a factor dfy fewer photons are needed.

IJflrgtermediate lines. For intermediate lines, the line profiles
rom the default model display the main observational regui
ment if to avoid a drastic reduction in ‘smooth’ mass-logsga
namely a strong absorption reduction as compared to a smooth
model. The left panels of Figl 4 show how the integrated @ ofil
strength of the default model witly = 5.0 roughly corresponds

to that of a smooth model havirg = 0.5, i.e., the smooth model
would resultin a mass-loss rate (as estimated from theriated
profile strength) ten time®wer than the clumped model. The
4.2. Radiation-hydrodynamic models figure also illustrates how the maiffect is on the absorption

Fig.[3 (lower panel) shows line profiles from FPP and POF hy= Recall thatf, = 0.25 — fy ~ 4, which impliesM = Msmoo/2, if
drodynamical models. For the strong lines, the constrabated f. were derived fronp?-diagnostics assuming optically thin clumps.
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Table 2. Primary stochastic wind models and parameters

Model name f, Ot [tayn] Xic VIOV Vi/Ng I Fext’
Default 0.25 0.5 0.0025 -1.0 015 13 ~25
RHcopy 0.1 0.5 0.005 -10.0 015 13 ~5

Obsl 0.11 0549 0.0050.0025 -1.0 0.15 102 ~25

2 Radial onset of clumping. Radial extent of wind.
¢ Left value inside the radius corresponding/to= 0.6, right value outside.

Normalized flux

Fig. 4. Left panelsSolid lines
display total line profiles and
1t 1 the absorption part for the
. . . . ) ) L L L L default stochastic model (see
T T T T T T T T T T Table [2), withkx, = 1000

as labeled in the figure.

1.0 . o Right panels: Same as the
- left panels, but for POF

Y 1D,smooth| i Is,
0.0 ﬁx-w\[v‘ smoe (dashed lines) and RHcopy

' ' : ' ' ' ' ! ' ' (solid lines). Dashed-dotted

1.0 05 00 -05 -1.0 1.0 05 00 -05 -1.0 lines with modifications from
x x RHcopy as labeled in the fig-
ure.

(upper), ko = 5.0 (mid-
A dle), and«y, = 0.05 (lower).
- —  RH : 0
E T x;=0 ir N POIgOpy 7 Dotted lines display smooth
S b\t N 4L TP ] models withx, = 5.0 and
2 ko = 0.5 (middle), andk, =
N 0.05 (lower). Dashefdlashed-
= YN | T Default dotted lines with modifica-
& ) V=TV tions from the default model
S
Z

part of the line profile. In addition to the reduction in prefil ing a negligible ICM), but also the velocity gradient is enbad
strength the profileshapef the absorption parts are noticeablyby a factor oflév/évs|. Thus we may write for the radial Sobolev
different for the default and smooth models (the shapes of theogtical depth inside a clump,

emission parts, not shown here, are similar for the two ng)del

We further discuss the shapes of the profiles in Sect. 6.1. The, - TSobsm ko (5)
dramatic reduction in integrated profile strength occusabee fulov/ovsl — vgtulov/ovsl’

of large velocity gaps between the clumps, in which the wind i

unable to absorb (at this opacity the ICM may not ‘fill in’ teesWhere ‘sm’ indicates a quantity from a smooth wind, and the
gaps with absorbing material). expression to the right is valid for an underlyiag= 1 veloc-

ity law. From Eq[5, we see how th&ects on the optical depth
from the increased densityi,(= 0.25) and the increased velocity
gradients [fv/évs| = 5) almost cancel each other in this exam-
ple. Thus, the clumps are still optically thick for the intexdiate
line (ko = 5), which means that the larger coverage of the total
é/elocity space ‘wins’, and the neffect becomes an increase in

We have identifiedsv| as a critical parameter for the forma
tion of intermediate lines. The importance of the velocipass
of the clumps is well illustrated by the absorption part pesfi
in Fig.[4 (lower-left panel, middle plot). The absorptiommisich
stronger in the comparison model wilt = —56v;3 than in the

default model withsv = -6, because the former model cover bsorni in Fg. 4, left | middieYlbi
more of the total velocity spaceithin the clumps, thereby clos- 2PSOrPtion (as seen in Fig. 4, lower-left panel, middle)piDiis
will be true as long as nok,|6v/évgl > 1, which is never the

ing the gapsb(;:)twegrthe clumps. Conse?uenﬂy the wind MaY. ce in the parameter range considered here
on average, absorb at many more wavelengths. . ; . ) :
| .g iole. h ﬁ ect i 9 db d Finally, the prominent absorption dip toward the blue edge
n principle, however, this feect Is counteracted by a de-j, ihe gefault model turns out to be a quite general featuceiof

crease in the clump’s optical depths, because of the nowehig ; o ;
velocity gradients|§v/6vsl > 1). Consider theadial Sobolev tochastic models, and is discussed in SCib. 5.L.and 6.2.

optical depth (proportional tp/|dv/dr|, see AppendikA) in a
stochastic wind model. As compared to a smooth model, tii¢eak lines. The statistical treatment of density clumping in-
density inside a clump is enhanced by a factorfpf (assum- cluded in atmospheric codes such as CMFGEN, PoWR, and
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Fig. 5. Velocity (upper panél and density Ibwer pane) struc- Fig. 6. Left: Schematic of\v, the velocity gap between two sub-
tures for one slice in POF (dashed) and RHcopy (dotted), sssxjuent clumps, made up by velocities not coverealityof the
Tabld2. Solid lines are the corresponding smooth strustared clumps.év is the velocity span of a clump amgdthe thermal ve-
clumps are highlighted as in Figl. 1. locity. Right: The dfective escape ratig (Eq.[7) as a function
of B = 1 velocity, for the parameters of the default model (see
Table[2).
FASTWIND is valid for optically thin clumps and a negligible
ICM, and gives no directféect on resonance lines scaling lin- del withsv = —ove. there i h bsorption in th
early with density. Here we test this prediction using dethia- model withov = —ovVp, thETe IS much 1€ss absorption In the

diative transfét. Our default model recovers the smooth result"%toc.h"’lstIC mo_del than In POF, i.e., we encounter the sdivete
whenky = 0.05 (Fig.[4, left panels), confirming the expecte(‘jlS discussed in the previous subsection. We conclude tRtin
behavior. However, from calculating spectra usinjedient val- models;}t is the large ve(ljomty spans 'rﬁ'de the dﬁns'ty Boba
ues ofkg, we have found that significant deviations from smootFentS that prevent a reduction In profile strengt (as coetpar
models occur for the default model already befegaeaches 0 smooth models) for intermediate lines.

unity. This occurs because the clumps start to become digtica

thick, which may again be understood by considering theatadb. Parameter study

Sobolev optical depth (EQl 5). With < 0.25 andkg > 0.25, one ) _ ) _ _
findsrsop > 1.0. Having established basic properties, we now use our stichas

models to analyze the influence frontffdrent key parameters
in more detail. First, however, we introduce a quantity thats
4.4. Comparison between stochastic and out to be particularly useful for our later discussion.
radiation-hydrodynamic models

Our stochastic wind models have been constructed to coaltains.1. The effective escape ratio
essential ingredients of the RH models. Therefore they lshou . . . . -
also reproduce the RH results, at least qualitatively, ificable For the important intermediate lines, it is reasonable tuae

parameter set is chosen. To test this we used the POF modef g the clumps are optically thick and the ICM negligiblegs
this model, the clumping factor increases drastically at1.3, >€ct[4.B and the next paragraph). Under these assumpdions,

from fo ~ 1.0 to f ~ 10, after which it stays basically constantdecisive quantity for photon absorption will be the velpgap

The average clump separation in the outer wind is roughlehalNotcovered by the clumps, as compared to the thermal velocity
stellar radius. Important for the velocity field is that treocity (the latter determining the width of the resonance zone iiciwh
spans of the clumps are generdliyger than correspondings’ the photon may interact with the wind material). This issHu
spans’, i.e.|ov/évg| > 1 (this is the case in FPP as well), a chaff@ted in the left panel of Fig] 6, and we shall call this qitgnt
acteristic behavior that primarilyfiects the intermediate linesthe ‘&fective escape ratio

(details will be discussed in SeCt. 6.3). Finally, a sugablcan Av

be assigned from the position of the blue edge in a strong lifte&= 3~ (6)

calculated from POF. Tablg 2 (entry RHcopy) summarizes all

parameters used to create this stochastic, ‘pseudo-RHemod/hereAv is the velocity gap between two subsequent clumps,
Fig.[8 displays one slice of the velocity and density streetin - Made up by all velocities not covered agy of the clumps (see
the POF and RHcopy models, and Fily. 4 (right panels) displa'f@-[a)-_ In principle,; determines to which extent the vorosity
the line profiles. effect (i.e., the velocity gaps between the clumps|_cf. Owocki
The line profiles of POF are matched reasonably well 008) is important for the line formation. As defingdjoes not
RHcopy. The intermediate lines again demonstrate the imp&PNtain any assumptions on tpatial structure of the wind.

tance of the velocity spans of the clumps; for an alternativie << 1 means that the velocity gaps between the clumps are
much smaller than the thermal velocity, which in turn me&as t

4 Theindirect effect through the feedback on the occupation numbetge probability for a photon to encounter a clump within és-r
is not included, because in this section we assume constaimbtion. onance zone is high. If we assume each clump to be optically
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thick, every encounter will lead to an absorption. Thus ttabp

ability for photon absorption is high when the valuenas low. r
Vice versay >> 1 results in a high probability for the photon 1.0
to escape its resonance zone without interacting with thnel wi i
material, i.e., a low absorption probability. If the entigocity 08 B
space were covered by clumpss 0. L e
For the wind geometry used in our stochastic models, we & L -
may write (see Append[xIB for a derivation) = 0.6 B
~ L
n = Vpot(1 — fylov/ovgl) N ot(1 f\,|6v/5vﬁ|)v_[2;, @ = 04l mooth
L, Vi r r
8 x,.=0.01
wherel, is the radial Sobolev length of a smooth model, which 02+ %,=0.0025 _|
forB = lisL, ~ vr? (as usualf andL, in R, andst in tayn). Note r x,=107
that in EqLT also the density-clumping parameters haveehte 0.0l L N

the expression foy, illustrating that there is an intimate coupling
with the spatial clumping parameters, even though the vorosity
effect initially depends on velocity parameters alone. Fonexa
ple, consider a wind with clumps that follow a smogthelocity
law. By bringing the clumps spatially closer together (feam-

0.01 0.10 1.00 10.00 100.00
Ko

Fig. 7. Equivalent widthdN, of the absorption parts of line pro-

ple by decreasingt), the velocity gaps between them decreasf es, normalized to the value of a saturated line, as a fancti

: -Of line strength parametep. The solid line is calculated from
as well. Thus one may choose to describe the changed sitla’ .
tion either in terms of a lesdfcient porosity, because of fewerSmOOth models, and the dashed, dashed-dotted, and dotted i

‘ : ;e - from stochastic models with a smooth velocity field @net 0.5,
density holes’ in the resonance zone through which the phé-: 0.25, andx; as indicated.

tons can escape (as donelby Oskinova et al. |[2@07p terms Vv
of a less éicient vorosity, because of smaller velocity gaps be-
tween the clumps. Of course, one may also obtain a lower \£g025) for the intermediate lineq = 5.0) displays a\;, corre-
locity gap between the clumps by increasing the actual W§locsponding to a smooth model withkg roughly ten times lower.
spans inside the clumps, as simulated in our stochastic 810§ | jnes never saturate if the ICM is (almost) void. iii) Then
when|év/6v > 1. This dfect, leading to a rather low vorosity, of v, for the smooth and clumped models decouple well before
has already been demonstrated to be at work in the RH modgl$eaches unity. iv) For intermediate lines, the responsé/of

(Sect@). . on variations ofky is weak for clumped models. Points one to
Using the parameters of our default model, Hi§). 6 (righhree confirm our findings from SeEf%.3.
panel) displays; as a function of velocity and shows thatn- A variation of 5t in the stochastic modelstacts primarily

creases rapidly in the inner wind, reaches a maximum &t  ne highk, part (o = 1.0) of the curves in Fig.]7. For example,
0.33, and then drops in the outer wind. To compare this beha¥eringst in the model with a void ICM results in an upward
ior with that of the line profiles, we can associate absorpéb ghift of the dashed curve and vice versa. To obtain saturatio
some frequencyons with the corresponding value of the velocyith a void ICM, 6t ~ 0.05 is required, which may be under-
ity, because absorption occursxbs ~ uv ~ V (radial pho- stood in terms of Eq7. Fait = 0.05, they-values correspond-
tons dominate). In the default model's absorption-pa {imo- nq to the default model are decreased by a factor of tenpand
file (see Figl#, the middle plot in the lower-left panel), @8Y  reaches a maximum of only about unity, with even lower values
de-saturation occurs directly after the clumping is setadt $at for the majority of the velocity space (cf. Figl 6, right p§ne
r = 13,v =~ 0.23), followed by a maximum atops ~ 0.35, and  The velocity gaps between the clumps then become closed, and
finally an absorption dip toward the blue edge. The behawior g jine saturates. In this situation, however, the inteliate line
the line profile is thus well mapped by and we may explain pecomes saturated as well, again demonstrating the nigoefssi
the absorption dip as a consequence of the low valugimthe 5 non-yvoidiCM to simultaneously saturate a strong line and not
outerlwmd, whlch in turn stems from the slow variation of th@atyrate an intermediate line. Only a properly chogseparam-
velocity field (i.e., from radially extended resonance &)ne eter ensures that the velocity gaps between the clumps fgecom
filled by low-density material able to absorb at strong lipac-
ities, butnot (or only marginally) at opacities corresponding to
intermediate lines.
To isolate density-clumpingfiects, we use a smoogh= 1 ve- When varyingx, the primary change occurs at the high
locity law in this subsection. Despite the smooth velocigydi end of Fig[¥. For higher (lower) values g, this part becomes
there are still holes in velocity space (because of the tensihifted to the left (right), and the curve decouples eaflaer)
clumping, at the locations where the ICM is present), and tf®m the corresponding curve for the void ICM. A higher ICM
expression for; (Eq.[7) remains valid. Since a smooth velocitylensity obviously means that the ICM starts absorbing pisto
field corresponds tév = 6y, also the run of; is equal to the at lower line strengths and vice versa. Thus, observedatatlr
one displayed in Fid.]6. In this subsection we work only with i lines could potentially be used to derive the ICM densitygbr
tegrated profile strengths (characterized by the equivalighh least to infer a lower limit)if the mass-loss rate (and abundance)
W, of the line’s absorption part). The shapes of the line prefilés known from other diagnostics.
are discussed in Seft. 5.1. The behavior of the absorption with respect to the volume
Fig. [@ showsW, as a function ofkg, for smooth models filling factor is as expected from the expression;fpthe higher
as well as for stochastic models with and without a contribuf,, the lower the value aof, and the stronger the absorption. This
ing ICM. The figure directly tells: i) The default modetd = is because a highdy for a fixedét implies that the clumps be-

5.2. Density parameters
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come more extended, whereas the distances between clump cen 14
ters remain uniected. Consequently, a larger fraction of the to- ~ *[
tal wind velocity is covered by the clumps, leading to streng Lo
absorption. For weak lineg{ ~ 0.05), the ratioN, /W, sm devi- S
ates significantly from unity only whefy < 0.1. Only for such

low values can high enough clump densities be produced $o tha
the clumps start to become optically thick. 0.0

From Fig.[T it is obvious that, generally, clumped models
have a diterent (slower) response ¥, to an increase irg than 20
do smooth models. This behavior may be observationallgdest
using UV resonance doublets (Massa et al. 2008), because t
only parameter that ffers between the two line components is
the oscillator strength. Thus, if a smooth wind model is used
and the fitted ratio of line strengths (i.@g,biue/k0red) dOES NOt

glux

Normalize

correspond to the expected ratio of oscillator strengths,roay 0.0 . = ‘ ‘ ‘
interpret this as a signature of a clumped wind. Such behavio 15 1.0 05 0.0 -05 -1.0 -15
was found by Massa etlal. (2008), where the observed ratios of x

the blue to red component of SilM11394,1403 in B supergiants
showed a wide spread between unity and the expected factoFisf. 8. Upper: Velocity structures (one slice) in two stochas-
two. This result indicates precisely the slow response tman tic models with density-clumping parameters as for the ulefa
crease i that is consistent with inhomogeneous wind model®odel, and dierent velocity parameters. Dasheég/ovs = 1
such as those presented here, but not with smooth ones.dn indndv;/vs = 0.01. Solid:év/ovs = —1 andyj/vz = 0.5 below
mogeneous models, the expected profile strengtW(9rratio Vs = 0.6 andvj/vz = 0.15 above Lower: Corresponding line
between two doublet components will depend on the adoptefiles for a strong line.

clumping parameters (as demonstrated by[Hig. 7 and thesdiscu

sion above) and may in principle take any value in the range

found by Massa et al.. That is, while a profile-strength rdge

viating from the value expected by smooth models might be a

clear indication of a clumped wind, the opposite is not nsaes
ily an indication of a smooth wind. Furthermore, the degangr
between a variation of clumping parameters apsuggests that
un-saturated resonance lines should be used primarily s
sistency tests for mass-loss rates derived from other d&tps
rather than as direct mass-loss estimators. We will retuthis
problem in Secf_6l6, where a first comparison to observafon
performed for the PV doublet.

be reached. As is clear from FIgd. 4, however, this is not tlse ca
C'ghis points out two important details not included when deri
ing the expression fay and interpreting the absorption in terms
of this quantity, namely that clumps are distributed rantjom
(with 6t determining only the average distances between them)
and that the parameter allows for an asymmetry in the ve-
locities of the clumps’ starting points (see Séct] 2.2).seevo
issues lead to overlapping velocity spans for some of thahy

5.3. Velocity parameters whereas for others there is still a velocity gap left betwibem,

through which the radiation can escape. Therefore the psofil

The jump velocity parametey;, affects only the strong lines (or, do not reach complete saturation, despite that on average.
more specifically, the lines for which the ICM is significant)This illustrates some inherent limitations when trying maei-
and determines the maximum velocity at which absorption c@ret line formation in terms of a simplified quantity suchyas
occur. For example, by setting = 0, no absorption at frequen-

cies higher tharx = 1 is possible (unles8v is positive and . . ; ;
g P ( P dine profiles also depends on the density-clumping paraete

very high). A highew; also implies more velocity overlaps, an X , . :
thereby an increased amount of backscattering due to r‘rciultié0 achieve approximately the same level of absorption, kdrig

resonance zones. Botlffects are illustrated in FigJ 8. Judging’&/Ue 0fév/évs was required in the RHcopy moded,(= 0.1)
from the line profiles of the lower panel, the blue edge and tr?'@an in the defaultmodef¢ = 0.25), see Fid.]4. Sinatyj o f6t
reduction of the re-emitted flux blueward of the line centaym (S€€ AppendikB), the actual velocity spans of the clumpsiire
both be used to constrain The upper panel shows one slice ofeTent for diferent density-clumping parameters, evesmfovs
the corresponding velocity fields, illustrating that thelarlying "€mains unchanged.
B law is recovered almost perfectly when using- 0.01v; and By changing the sign afv in the default model (that is, as-
év = évg. With this velocity law and a non-void ICM, the cor-suming a positive velocity gradient inside the clumps), \aeen
responding strong line profile is equivalent to a profile fram found that our results qualitatively depend only [6v. Some
smooth model. details difer though. For example, & > 0 in our stochastic
In Sects[[418 and 4.4, we showed that a higher value of thedels permits absorption at velocities higher than thaiteal
clumps’ velocity spans led to stronger absorption for ime+ one also within the clumps, whereé&s < 0 restricts the clump
diate lines. In principle this is as expected from Elj. 7, whewelocities to below the locaj (see FiglR). In this mattef plays
n always decreases with increasiidg/ovs|. However, with the a role as well, since; controls where, with respect to the local
very high value oflév/évs| used in, e.g., the RHcopy model,v;, the clumps begin. For reasonable valueg diowever, its in-
one realizes thay in Eq.[41 becomes identically zero, becausBuence is minor on lines where the ICM is insignificant. Fipal
fulov/ovsl = 1. Annp = 0 corresponds to the whole velocitytests have confirmed that optically thin lines are only nreatly
space being covered by clumps, and the saturation limitldhoaffected when varyingv/év;.

The impact from the velocity spans of the clumps on the
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Fig. 9. Total, absorption part, and re-emission part line profildsg. 10. Upper panel:Density structures of one slice in the de-

for 1D, smooth models witkg = 5.0 (dashed-dotted lines) andfault stochastic model (upper), in the default stochastixieh

ko = 5.0/(2n) (solid lines, see Se¢i. 8.1), and for a 2D, stochastigcith a modifiedst (middle, see Seci. 8.2), and in FPP (lower).

model with density parameters as the default model ghed  Lower panel:Line profiles for the absorption part of an inter-

velocity law (dashed lines). mediate line for the default model (solid line), for the défa
model with a modifiedt (dashed line), and for the default model
with an ionization structure decreasing with increasinipeity
(dashed-dotted line, see text).

6. Discussion 6.2. The onset of clumping and the blue edge absorption dip

We have used = 1.3 as the onset of wind clumping in
our stochastic models, which roughly corresponds to theisad

. . . , where significant structure has developed from the lineedri
For intermediate lines, the shape of the absorption pamef tnqapility in our RH models. However, Bouret et al. (2003,
default model_ diers S|gn|_f|cantly fr(_)m the shape of a SmOOt'QOOES) analyzed O-stars in the Galaxy and the SMC, assum-
model (see Fid.J4, the middle plot in the lower-left panele Wing optically thin clumps, and found that clumping starteple
showed in Sec{.5l1 that the shapes could be qualitatively 4n'the wind, just above the sonic point. Also Puls étlal. (3006
derstood by the behavior gf This is further demonstrated herg,goq the optically thin clumping approach, phdiagnostics

by scaling the line strength parameter of a 1D, smooth mOdSEd found similar results, at least for O-stars with denselwii
using a parameterization o ;" outside the radius = 1.3 \wjth respect to our stochastic models, the qualitative ltesu
where clumping is assumed to start. fi. 9 displays the foe prom Sects and 5 remain valid when choosing an earliertonse
files of 1D, smooth models witko = 5.0 andxo = 5.0/(21). f clumping. Quantitatively, the integrated absorptioririter-
These profiles are compared to those calculated from a 288l ¢ jiate lines becomes somewhat weaker, because the clympin
stochastic model with density-clumping parameters as &e ¢q,y starts at lower velocities, and of course the line shapes
fault model, but with g = 1 velocity field. was calculated ypg yegion are fiected as well. The onset of wind clumping will
from Eq.[7, using the parameters of the default model and,@ jmportant when comparing to observations, as discussed i
B = 1 velocity law, and the factor of 2 in the denominator o ect[6.5.

the scaledq was chosen so that thetegratedprofile strength 16 gyqchastic models that de-saturate an intermediate lin
of the 2D model was roughly reproduced. From FEig. 9 it is Cle?;renerally display an absorption dip toward the blue edge (se

that the 1D model with scaled well reproduces the 2D results, cjo« 12 an ), which has been interpreted in terms of loweslu
|nd!cat|ng that indeeq governs the shape of the line profile. We n in the outer wind (see Se€t b.1). However, this charaeteris
notice also that these profiles display a completely blaskgi

h - ; ic f re (n nf with th -called DACs, reitc
tion dip in the outermost wind, as opposed to the default ho ¢ feature (not to be confused with the so-called DACs,

X X e : sorption components) is generally not observed, and aye m
with a non-monotonic velocity field (see Fig. 4, the middietpl ask whether it might be an artifact of our modeling technique

in the lower-left panel). This is because fheelocity field does | the following we discuss two possibilities that may cacae

not allow for any clumps to overlap in velocity space (see thiels to overestimate the absorption in the outer wincipthe
discussion in Seck.3.3), making the mapping;ailmost per- ization fraction and too low clump separations.

fect. Starting with the former, we have so far assumed a constant
Let us also point out that the line shapes can be somewlfatization factorg = 1 (cf. Eq[A.9). This is obviously an over-

altered by using a dierent velocity law, e.g8 # 1. Such a simplification. For example, an outwards decreasjmguld re-

change would fiiect the distances between clumps as well as tkalt in less absorption toward the blue edge. Here we merely

Sobolev length, and thereby the line shapes of both absarptidemonstrate this generdfect, parameterizing = vo/Vvs in the

and re-emission profiles. However, in all cases is the shépestochastic default model (see Table 2), wigh= 0.1 the starting

the re-emission part similar in the clumped and smooth nsodepoint below whichq = 1. Fig.[10 (lower panel, dashed-dotted

6.1. The shapes of the intermediate lines
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lines) shows how the absorption in the outer wind becomes sig 0.15

nificantly reduced. K 0.10F g%zB ,,,Er"‘E""E‘\\B 3
The temperature structure of the wind is obviously impdrtang 0 05; s RN
for the ionization balance. Whereas an isothermal wind is as= 9:”'@:\@\ i

sumed in POF (see SeCf.2.1), the FPP model has shocked wind?-%
regions with temperatures of several million Kelvin. To gbiy 0.0
map correspondingi®cts on the line profiles, we re-calculated
profiles based on FPP models assuntgjrgO0 in all regions with 0.5
temperatures higher than= 10°K, andq = 1 elsewhere. Since o 03k
the hot gas resides primarily in the low-density regionsy-ho -
ever, the emergent profiles were barefigated, and particularly _ 0.1
intermediate lines remained unchanged. TE -12¢1
On the other hand, the X-ray emission from hot stars (bez
lieved to originate in clump-clump collisions, see FPP)iskn > -14
to be crucial for the ionization balance of highly ionize@sies &0 I
suchas CIV, NV, and O VI (see, e.g., the discussion in Pulk et a= ~16
2008b). X-rays have not been included here, but could inprin
ciple have an impact on our line profiles, by illuminating the

over-dense regions and thereby changing the ionizatiambel Fig 11, Upper: Velocity spans of density enhancements in the
KrtiCka & Kubat (2009), however, find that incorporatingdys  Fpp model (squares) and correspondirigtervals (diamonds).
does not influence the PV ionization significantly. Finalipn- | ower: Three density enhancements and corresponding velocity

LTE analyses including feedback from optically thin clumgpi spans in the FPP model, highlighted as in Elg. 1.
have shown that this as well has a significafé& on the derived '

ionization fractions of, e.g., P\V(_(Bouret et al. 2005; Pulale

2008a). To summarize, itis clear that a full analysis ofzation  pp js not void. So, again, the RH models would in parallel dis
fractions must await a future non-LTE application thatimt®#s pjay de-saturated intermediate lines and saturated stioesg
relevant feedbackftects from an inhomogeneous wind on th@ere it not for the large velocity spans inside the clumps.
occupation numbers. _ ~ We suggest that the large velocity span inside a shell (ump

In RH models, the average distance between clumps {8-primarily of kinematic origin, and reflects the formatibis-
creases in the outer wind, due to clump-clump collisions aRgry of the shell. The shell propagates outwards through the
velocity stretchingl(Feldmeier etial. 1997; Runacres & OkIoC\yind, essentially with # = 1 velocity law [Owocki et al. 1988).
2002). Neglecting the formeiffiect, our stochastic models haverast gas is decelerated in a strong reverse shock at therinner
clumps much more closely spaced in the outer fliMle have of the shell. The shell collects ever faster material on iy ut
therefore modified the default model by settiftg= 3 outside a through the wind. This new material collected at higher sgee
radius corresponding tg; = 0.7. This is illustrated in the upper resides on the star-facing side, i.e. at smaller radii, efslower
panel of Fig[ID. The mass loss in the new stochastic modehigterial collected before. Thus, a negative velocity gatile-
preserved (because the clumps are more extended, see the,fifhps inside the shell. The fact that| > 6v, in FPP seems
ure), and this model now better resembles FPP. Recall that g reflect that the shell is formed at small radii, and thereats
ferences in the widths of the clumps are expected, sinceein $twards maintaining its steep interior velocity gradiefrom
defaultmodeffq ~ f;* = 4, whereas in FPR; ~ 10. The corre- this formation in the inner, steeply accelerating wind ovity
sponding line profile shows how the absorption outside 0.7  spans within the shells up to (a few) hundred ki s seen in
has been reduced, as expected from the higher Fig.[T1, appear reasonable.

However, the dynamics of shell formation in hot star winds
is very complex due to the creation and subsequent merging of
subshells, as caused by nonlinear perturbation growthrenebt
In Sect.[44 it was found thdbv] > 6vs in the RH models. lated excitation of harmonic overtones of the perturbapierod
Fig. [T, upper panel, shows the velocity spans of density et-the wind base (see Feldmeier 1995). Future work is céytain
hancements (identified as having a density higher than the ceeeded to clarify to which extent the large velocity spas&ia
responding smooth value) in the FPP model, and demonstratesshells in RH models are a stable feature (see also[Sgkt. 7.
that, after structure has develop@dl] is much higher thadvg
throughout the whole wind. These high values essentiadiynst
from the location of the starting points of the density erdean 6-4- 3D effects

ments, which generally libeforethe velocities have reaChedA Shortcoming of our ana]ysis is the assumed Symmet@_in
their post shock values (see Figl 11, middle and lower panelshe 2D rather than 3D treatment has in part been motivated
By using ag velocity law (which in principle corresponds to apy computational reasons (see Apperidix A). More imporgantl
stochastic velocity law witlyj = 0 andév = 6vg, see FiglB) though, we do not expect ogualitativeresults to be strongly
together with the density structure from FPP, we simulatBtia affected by an extension to 3D. Within the broken-shell wind
wind with low velocity spans. Indeed, for the correspondmg model, all wind slices are treated independently, and ists

termediate line the equivalent width of the absorption par$  petween clumps increase only in the radial direction. Tioeee
~ 35% lower than that of the original FPP model. The strong

line, on the other hand, remained saturated, because therilCM ¢ Actually, the velocity gradient may further steepen durityec-
tion, due to faster gas trying to overtake slower gas ahedaphafwever,

5 The dfect is minor in POF, since these RH models only extend this efect is balanced by pressure forces in the subsonic poststmeck
r ~ 5 (see Secf.211). main.

1.25 1.30
r

6.3. The velocity spans of the clumps
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the expected outcome from extending to 3D is a smootHiiege strong, intermediate, and weak lines as listed in $éct. disTe
rather than a reduction or increase in integrated profiength using a ‘velocity clumping factorf,e = 6v/Av as proposed by
(similar to the smoothing introduced Ny, see SecE 411). Also, |(Owacki (2008), together with a smooth density structuregha
we have shown that the mairffect from the inhomogeneousshown that this treatment indeed can reduce the line stiengt
winds is on the absorption part of the line profiles (see,, e.0f intermediate lines, but that the observational constsgrom
Sect[6.11). The formation of this part is dominated by raglied- strong lines may not be met. Still, the basic concept of vioros
tons, especially in the outer wind, because of the depemdeholds within our analysis. For example, one may phrase e hi
only on photons released directly from the photospheres Thvalues ofév in the RH models in terms of infiicient vorosity.
implies that most photons stay within their wind slice, riesing

the influence from any additional ‘holes’ introduced by ak&o ) .

symmetry in® to the inner wind. Of course, these expectatiorfs6- Comparison to observations

hold only within the broken shell model, because in a real 3{ge finalize our discussion by performing a first comparison to
wind the clumps will, for example, have velocity componentghservations. The two components of the PhosphortsM 18-

also in the tangential directions. 1128 doublet are rather well separated, and the singletissa
used here dtices to model the major part of the line complex.
6.5. Comparison to other studies Nevertheless, the two components overlap within a cerein r

gion (indicated in Fig(_12), so when interpreting the resolt
To scale the smooth opacity in the formalintegral of the hdE- this subsection, one should bear in mind that the overlaptis n
atmospheric code PoWR, Oskinova etlal. (2007) used a pgrogitoperly accounted for, but treated as a simple multighcanf
formalism in which bothf, and the average distance betweethe two profiles.
clumps enter. Other assumptions were a void ICM, a smooth We used observed FUSE spectra (kindly provided by A.
B velocity field, and a microturbulent velocity ~ 50kms™,  Fullerton) from HD 2108394 Cep), a supergiant of spectral
the last identified as the velocity dispersion within a clumpype 06 I(n)fp. When computing synthetic spectra, we first as
However, a direct comparison between their study and ourssismed optically thin clumping with a constant clumping fac-
hampered by the fierent formalisms used for the spacing of theor f,; = 9 and a smootlg = 1 velocity field. fy = 9 agrees
clumps. Here we have used the ‘broken-shell’ wind model agarly well with the analysis of Puls et al. (2006), who deil
base (see Se€f. 2.2), in which each wind slice is treategharde clumping factorsf, = 6.5 forr ~ 1.2...40 andfy = 10
dently and the distance between clumps increases only ithefor r ~ 4.0...15, assuming an un-clumped outermost Wind.
dial direction (clumps preserve their lateral angles)sTives a \We took the ionization fractioq = q(r) of PV from[Puls et dl.
radial number density of clumpsg oc v, the same as used by,(20084), calculated with the unified non-LTE atmosphereecod
e.g.,.Oskinova et al. (2006), when synthesizing X-ray eimiss FASTWIND for an O6 supergiant, using the Phosphorus model
from hot stars. In_ Oskinova etal. (2007), on the other hamel, tatom from Pauldrach et'al. (2001). The feedback from opyical
distance between clumps increasealirspatial directions. In a thin clumping was accounted for and X-rays were neglected.
spherical expansion, this gives a radial number densitiuofigs  This ionization fraction was then used as input in our MC-
Ny o« vr2, i.e., clumps are distributed much more sparselyd code when computing the synthetic spectra. We assigned
within this model, especially in the outer wind. Therefdneit a thermal plus a highly supersonic ‘microturbulent’ vetgci
choice oflo = 0.2is not directly comparable witft = 0.2inour y; = 0.05 (corresponding to 110 kmY, as is conventional in
models. The shapes of the clumpgeli between the two mod- this approach. The mass-loss rate was derived using the well
els as well; in Oskinova et al. clumps are assumed to be ‘Cubegown relation betweery and M (e.g.[Puls et al. 2008b). For
whereas here the exact shapes of the clumps are determinedtBynic and stellar parameters, we adopted the same valires as
the values of the clumping parameters. Despite theéBereinces, [Fullerton et al.[(2006).
our findings confirm the qualitative results of Oskinova ettt The dashed line in Fig.12 represents our fit to the observed
the line profiles become weaker with an increasing distaeee tgpectrum, assuming optica”y thin C|umping, resumng mass-
tween clumps as well as with a decreasingrhese results may |oss rateM = 0.24, in units of 10°Mgyr-*. [Fullerton et al.
be interpreted on the basis of thifeetive escape ratio; (see (2006) derivedqyM = 0.23 for this star. Because our clumped
Eq.[7). Both a decrease ipand an increase in the distance beEASTWIND model predicts an averaged ionization fraction
tween clumps mean that the velocity span covered by a reggy ~ 0.9 in the velocity regions utilized by Fullerton et al.,
nance zone becomes smaller when compared to the velocity gaP two rates are in excellent agreement. On the other hand,
between two clumps (see Fig. 6, left panel), leading to highRepolust et &l.[(2004) for HD 210839 derivéi = 6.9 from
probabilities for line photons to escape their resonanceego H, assuming an unclumped wind, yieldirlin” = 2.3 when

without interacting with the wind material. accounting for the reduction implied by our assunfgd= 9

An important result of this paper is that models that d My, = MHa,smfdl/z)- This rate is almost ten times higher than

saturate intermediate lines require a non-void ICM to SH&UT 14t inferred from PV, and thus results in PV line profilesttha
strong lines. Th_|s is _conflrmed by tI_1e O_sklnova et al. moael, bra much too strong (see Figl 12, dashed-dotted line). Shat i
which the ICM is void and strong lines indeed do not saturaig.oncile the H and PV rates for HD 210839 with models that
(Hamann et al. 2009). o w assume opticallshin clumps also in PV, we would have to raise
Owocki (2008) proposed a simplified description of the noRy o clumping factor tofg; > 100. In addition to this very high

monotonic velocity field to account for vorosity, i.e., thelot- ¢jymping factor, the low rate inferred from the PV lines con-
ity gaps between the clumps. Here, the vorosifg& has been fjicis with the theoretical valudl = 3.2 provided by the mass-
discussed using the quantify(see Sec{_5l1), and we have in-

troduced two new parameters to characterize a Non-momotont Thjs stratification has been found to be prototypical for O-
velocity field, 6v andyv;. The reason for introducing a new pasupergiants and was, together with its well developed PV ghOyro-
rameterization is that when using a single velocity paramate files, the major reason for choosingCep as comparison object instead
have not been able to simultaneously meet the constraons frof, e.g.,¢ Pup, which displays a somewhat unusual ruri.of
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loss recipe in _Vink et all (2000) (using the stellar paramseté T e

Repolust et al. 2004), and is also strongly disfavored byetur ook -meme--- Thin clumping, M=2.4x107 ]
massive star evolutionary models (Hirschi 2008). "t - Thinclumping M=23x10* .

Next we modeled the PV lines using our MC-2D code to- I 2D stochastic, M=23<10 ]
gether with a stochastic 2D wind model. The same clump- sl 8

ing factor (f; = 9) and ionization fraction (calculated from %
FASTWIND, see above) were used. This time, we assigneﬂ
v; = 0.005, i.e., applied no microturbulence. In previous sec<
tions, e.g[4B and 6.1, we showed that stochastic models geg 1oL
erally display a line shape fiiérent from smooth models, with §
a characteristic absorption dip at the blue edge as well d@g a @
close to the line center. Such shapes are not seen in the &/ lin
in A Cep. Thus, to better resemble the observed line shapes, we %2
used diferent values fobt and x;c in the inner and outer wind
(the former modification already discussed in Seci. 6.2)land
clumping start close to the wind base. Clumping parameters a
given in Tabld 2, model Obsl1.

As illustrated in Fig[[IR, the synthetic line profiles using

M = 2.3, as inferred from &, are now at the observed levelsgig 15 Observed FUSE spectra of the PV doublet 118-1128
Because of our indticient treatment of line overlap, we gavey, the 06 supergiant Cep (Eullerton et al. 2006). The synthetic
h|gher weight to_thel1118 component when performing the f't'spectra are calculated for two 1D models assuming optittitly

ting, but the profile-strength ratio between the blue anctoed- umping (see SedL._8.6) and for one 2D stochastic model with
ponent was nevertheless reasonably well reproduced (see L\rameters as in Taté 2, model Obs1. The models have mass-
discussion in SecL_5.2). However, though the fit appear® quisq ratedy [M yr-1] as given in the figure. The zero point fre-

good, we did not aim for a perfect one, and must remember hancy is shifted to the line center of th#118 component, and
deficits of our modeling technique. For example, while théyea e o arrows at the bottom of the figure indicate in which re-
onset of clumping definitely improved the fit (using our ddfau9ion the two components overlap.

value, there was a dip close to line center) and might be dens

ered as additional evidence that clumping starts closestwihd

base, the samefect could in principle be produced by non-LTE  for the line formation. Adequate models must be able to si-

effects close to the photosphere or by varying the underl§ing  multaneously meet observational and theoretical comssrai

velocity law. Such #ects will be thoroughly investigated in a  from strong, intermediate, and weak lines.

follow-up paper, which will also include a comparisontoebs — Resonance lines are basically fieated by the inhomoge-

vations from many more objects. neous wind structure in the limit of optically thin clumpsitb
Clearly, a consistent modeling of resonance lines (at least the clumps remain optically thin only for very weak lines.

of intermediate strengths) requires the considerationroiah  — We confirm the basicfiects of porosity (stemming from op-

larger parameter set than if modeling via the standard disgn tically thick clumps) and vorosity (stemming from velocity

tics assuming optically thin clumping, and a reasonablefi t gaps between the clumps) in the formation of primarily lines

single observed line complex can be obtained using a variety of intermediate strengths.

of different parameter combinations. The analysis of PV lines We point out the importance of a non-void ICM for the si-

as done here can therefore, at present, only be considered asnultaneous formation of strong and intermediate lines that

a consistency check for mass-loss rates derived from dtier,  meet observational constraints.

dependent diagnostics, and not as a tool for directly esitima — Porosity and vorosity are found to be intrinsically coupled

mass-loss rates. Additional insight might be gained bya@iiph and of similar importance. To characterize their mutie

T T T

00L&

more resonance doublets, due to théedent reactions of profile
strengths and shapes ef The diferent slopes of the equiva-
lent width as a function oy in smooth and clumped models,
especially at intermediate line strengths (deci. 5.2), tmayout

to be decisive. However, because of, e.g., the additionghan —

from the ICM density, also this diagnostics requires addii
information from saturated lines. Taken together, only ast®
tent analysis using fferent diagnostics and wavelength bands,

and embedded in a suitable non-LTE environment, will (hope=

fully) provide a unique view.

7. Summary and future work

7.1. Summary

Below we summarize our most important findings: -

on intermediate lines, we have identified a crucial paramete
the ‘effective escape ratio’, that describes to which extent
photons may escape their resonance zones without ever in-
teracting with the wind material.

We confirm previous results that time-dependent, radiation
hydrodynamic wind models reproduce observed characteris-
tics for strong lines, without applying the highly superison
microturbulence needed in smooth models.

A significant profile strength reduction of intermediate
lines (as compared to smooth models) is for the radiation-
hydrodynamic models prevented by the large velocity spans
of the density enhancements, implying that the wind struc-
tures predicted by present day RH models are not able to re-
produce the observed strengths of intermediate lines sinles
invoking a very low mass-loss rate.

Provided a non-void ICM and not too large velocity spans in-
side the clumps, 2Btochastiovind models saturate strong

— When synthesizing resonance lines in inhomogeneous hot lines, while simultaneously not saturating intermediated

star winds, the detailed density structure, the non-marioto
velocity field, and the inter-clump medium are all important

(that are saturated in smooth models). Using typical vol-
ume filling factors,f, ~ 0.25, the resulting integrated profile
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strength reductions imply that these inhomogeneous modeistor, J. 1. 1970, MNRAS, 149, 111
would be compatible with mass loss rates roughly a fact@ﬁst%r{ J. Ib' /Rbbﬁ_tltlz D. ICDZ.’J & E'ein' RéI'JthS’ IAgébé%' %137774
: : : ‘crowther, P. A., Hillier, D. J., Evans, C. J., et al. s ,
of ten higher than those derived from resonance lines us@ sart. L. & Owocki, S. P. 2002, AGA. 383, 1113 Ap
smooth models. _ Dessart, L. & Owocki, S. P. 2003, A&A, 406, L1
— A first comparison to observations was made for the O6 Stessart, L. & Owocki, S. P. 2005, A&A, 437, 657
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cal predictions, evolutionary constraints, and previo@S$A jzmann, w.-R., Feldmeier, A., & Oskinova, L. M., eds. 200Biiping in hot-
loss rates based on winds assumed either to be smooth or t&ar winds

have optically thin clumps_ Hillier, D. J. & Miller, D. L. 1998, ApJ, 496, 407
Hirschi, R. 2008, in Clumping in Hot-Star Winds, ed. W.-R. raknn,
A. Feldmeier, & L. M. Oskinova, %+
7.2. Future work Krtigka, J. & Kubat, J. 2009, MNRAS, 394, 2065
Kudritzki, R.-P. & Puls, J. 2000, ARA&A, 38, 613
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mation in inhomogeneous 2D wind models with non-monoton§&Pine, S. & Mdfat, A. F. J. 2008, AJ, 136, 548

L ; o Llcy, L. B. 1983, ApJ, 274, 372
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ison to observations, and derive mass-loss rates, sinthfle Massa, D. L., Prinja, R. K., & Fullerton, A. W. 2008, in Clumgiin Hot-Star
proaches need to be developed and incorporated into non-LTBvinds, ed. W.-R. Hamann, A. Feldmeier, & L. M. Oskinova, 147—
models to obtain reliable occupation numbers. Extending d¥eynet, G., Maeder, A., Schaller, G., Schaerer, D., & Chariaj C. 1994,

o ; ; A&AS, 103, 97
Monte-Carlo radiative transfer code to include line overd- Mihalas, D., Kunasz, P. B., & Hummer, D. G. 1975, ApJ, 202, 465
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; i imi i 3 Owocki, S. P. 2008, in Clumping in Hot-Star Winds, ed. W.-Rankhnn,
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able to reproduce Hline profiles from A-supergiants, which Pauldrach, A, Puls, J., & Kudritzki, R. P. 1986, A&A, 164, 86

; : : Pauldrach, A. W. A., Himann, T. L., & Lennon, M. 2001, A&A, 375, 161
are observed as P-Cygni profiles witlon-saturatedroughs, Puls, J., Markova, N., & Scuderi, S. 2008a, in Astronomiaai8ty of the Pacific

whereas the simulations (assuming optically thin clumpneg Conference Series, Vol. 388, Mass Loss from Stars and théutiam of
sult in saturated troughs (R.-P. Kudritzki, private comican Stellar Clusters, ed. A. de Koter, L. J. Smith, & L. B. F. M. \&at, 101+

tion). Since H is a quasi-resonance line and not a recombinBuls, J., Markova, N., Scuderi, S., etal. 2006, A&A, 454, 625

ion linein th ler win b, Kudritzki & Plls 2 ; Puls, J., Owocki, S. P., & Fullerton, A. W. 1993, A&A, 279, 457
tio ein these coole ds (e d-. udritzki & Fluls Jm‘)s Puls, J., Urbaneja, M. A., Venero, R., et al. 2005, A&A, 43696
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clumps. Repolust, T., Puls, J., & Herrero, A. 2004, A&A, 415, 349
Finally, it needs to be clarified if the large velocity span inRunacres, M. C. & Owocki, S. P. 2002, A&A, 381, 1015

side clumps generated in RH models is independent of adgi’l?{ﬁkii\l@&%&”lgmgg';do@e-/i%%ﬁg%iég: 654

tional physics that is not, or only approximately, accodriter \ﬁrr?IL J.s., dev}\i(())ctelr’, A., &Lamérsr,)l-’!. J.G. L. M. 2000, A&A, 36295

in present simulations (such as more-eets angbr various zsargo, J.. Hillier, D. J., Bouret, J.-C., et al. 2008, AGS85, L149

exciting mechanisms). If the large velocity span is a stédde

ture, one might come to the (rather unfortunate) conclutiah

either the observed clumping features are not, or only weedd

lated to the line-driven instability, or the discrepandiesween Appendix A: The Monte-Carlo transfer code

observed and synthetic flux distribution (from the X-ray lte t

radio regime) might involve processesfdient from the present A.1. The code

paradigm of wind clumping. Here we describe our Monte-Carlo radiative transfer codé{M
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set X, Y, Z) (transformations between the two may be found in
any standard mathematical handbook). At each coordinaté po
we also construct a local coordinate system using the lagal u -
vectors (,, ®,, ®,), which for a photon propagating in direction i
n, is related to theadiation coordinateg6, ¢) (see Fig[A.L) via

CoOSh=pu=ry-ny, (A.1)
. . ZyXry

=, -n, = . A.2

sing sin T (A.2)

COSpSing = Oy - ny = [@y X Iy] - Ny. (A.3)

The radiation coordinates are defined on the inte®al®. ..
and¢ = 0...2r, but due to the symmetry i, only the range

¢ = 0...7 needs to be considered (see Busche & Hillier 2000).
Also, for this symmetry, the direction cosinesmfsimplify to

Ny = uSin® + /1 — 2 cosp cosO, (A.4)
Fig. A.1. lllustration of the coordinate system, see textolor
ny = /1 _ 12sing, (A.5) version of this figure is available in the web version.
Ny = 1 cos® — /1 - 12 cosp sin®. (A.6) With ¢, the absorption profileq_ the frequency integrated mass

absorption cofficient, andp the mass density. All dependen-

Eqs.[AJFA® are used to update the physical positio®) CieS on spatial location are for simplicity suppressed fagw
of the photon and the local values of the radiation coorematn the following. For the opacity we use the parameterizatio
(6, ¢). By tracking the photon on a radial mesh, both the physicipm!Hamanni(1981) and POF,

and radiation coordinates can be updated exactly. Intatipalk ArRA2

are necessary only when a photon is scattered or when ite'0s§ 1p = = k000, (A.9)

a ®-boundary to another wind slice. Essentially the same coor- M

dinate system is used by, elg.. Busche & Hilller (2909)-_\/\19 CQvhere is the wavelength of the considered transitigfjs a
lect escaped photons according to th@iangles at ‘infinityf, ‘line-strength’ parameter taken to be constamthe radially and
and bin them using the sanhg bins as in the underlying wind laterally averaged mass-loss rate, ane q(r, ©) the fraction
model (see Sedtl 2). o of the considered element that resides in the investigaieid i
For spherically symmetric wind models, we adhere to thg,qe Default here i§ = 1, but efects from other ionization
customary , z) spatial coordinate system wifnbeing the im- - ctures are discussed in Séctl GRis proportional to the
pact parameter arethe direction toward the observer. Each M roduct of mass-loss rate and abundance of the considered io
a photon is_scattered and its direction determined, a ne\actmpand’ for a smooth windko = 1 andko = 100 give a typical
parameter is computed from the relatipn= r V(1 - 1), ap-  medium and strong line, respectively. The parameteriaad®
preciating that all points on a surface of constant radiusliE jefined in EqCAD has the advantage that for smooth winds the
treated equally in this geometry. radial optical depth in the Sobolev approximation collapse

Releasing photons. We release photons from the lower boundrsob = (A.10)

Ko

- q,
ary uniformly in ¢ and with a distribution functionc udu in révav/dr
u (e.9., Lucy! 1983). The angular coordina®eis selected so whenvandr are expressed in normalized units. The correspond-
that photons are uniformly distributed over the surfaceaarghg expression for clumpy winds is provided in Eg. 5. The ab-
dA = sin®@dedo. sorption profile is assumed to be a Gaussian with a Doppler
width v; that contains the contributions from thermal and (if
present) ‘microturbulent’ velocities. To solve Eq. A.7, agopt
r{he dimensionless frequensywith the terminal velocity of a
smooth outflow as the reference speed,

Absorption. The probability of photon absorption és € 7dr,
hence the optical depththe photon travels before absorptio
can be selected accordingto= — In Ry, whereR; is a random
number between 0 and 1. The position for absorptionin thewin vy -y, ¢

may then be determined by inverting the line optical depté-in X = Vo Ve (A.11)
gral along the photon path .

and transform to the co-moving frame (hereafter CMf)s the
7, = f)(vds (A7) rest-frame frequency of the line center anthe speed of light.
We now assume that between two grid points the variationeof th
factor k. p/|Q| (see below) is small and may be replaced by an
average value. The optical depthr, between two subsequent
Xv = KLP®y, (A.8) spatial pointsi, ®) then becomes

with the frequency-dependent opacity

8 The full 3D problem would require binning i@ as well, which in

AR kLp  —Aerf[Xemi/V]
turn would require a large increase in the number of simdlptetons. o = |

AV:_ s
v=N- 0 2

(A.12)
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where Aerf is the diference of the error-function betweenthe 2T T T T T
points, x.m the dimensionless CMF frequency, ands calcu- 3 e 1
lated in units ofv,. Q = n, - V (ny - V) is the local directional 7 -
derivative of the velocity in directiom,, with velocities mea-
sured in units of/,, and radii in units oR,. By interpolating to
the border whenever a photon cross&s loundary, wdocally
recover the spherically symmetric expression

ov \
Q= Eﬂz + F(l - 12). (A.13)

Normalized flux

For spherically symmetric winds, we have written a second im
plementation that allows for line transfer using the Sobale-
proximation. With this method each resonance zone is approx
imated by a point and the line only collects optical depthtat a
mospheric locations where the observer’s frame frequepgy
has been Doppler shifted to coincide with the CMF frequency
for the line center. The condition for interaction thugdgs = uv

and the last factor in EQ._A.12 collapses to unity when caleul
ing the Sobolev optical depth. The Sobolev approach can be EJg. A.2. Synthetic line profiles for spherically symmetric mod-
pected a reasonable approximation when the variation déthe els, calculated with the labeled methods. Profiles are slown
tor k. p/|Q| is small within the whole resonance zone contribug Smooth model witlg = 1.0 andv; = 0.2 (upper) and for two
ing to the optical depth in EG.A12, i.e., small on lengthissat POF snapshots witky = 100 (middle) ando = 5.0 (lower) and
least a few times the Sobolev lendth= v/|Q|. However, also in V& = 0.005. The 2D profile is for an observer at the equatas.
the Sobolev approximation more than one resonance point nii§ normalized observer’s frame frequency (see[Eq.1A.11g, a

be identified in a wind with a non-monotonic velocity field. ~ the o]tldinate displays the emergent flux normalized to théion
uum flux.

Re-emission. We assume complete redistribution and isotropic
re-emission in the CMF, allowing for a multitude of scatter-
ing events within one resonance zone. When the Sobolev ap-
proximation is applied, re-emission is assumed to be colhere

in the CMF and for the angular re-distribution we then use th%

corresponding escape probabilities (Castor 1970), cenidor P otons close to line center that are backscattered intphbe:-
a treatment of negative velocity gradierits (Rybicki & Hunim osphere when the resonance zone grows and overlaps with the

1978; POF). In this case, there is only orféeetive scattering 'OWe' boundar{z! Consequently the re-emitted flux in this re-
event inside the localized resonance zone. gion is higher when calculated via the SEI than when caledlat

After the photon has been re-emitted at some atmospheg%lthe CMF or MC methods. These discrepancies between the

: . F and SEI are quite well documented and discussed (e.g.
location, th d d hes for anaith . el
soocr?)tli(c))rr:. © Procedure runs again and searches for a erHamann 1981; Lamers etlal. 1987), however we still emphasize

that one should exercise caution when applying the SEI ndetho
with high microturbulence on wind resonance lines. Esgigcia
A.2. Radiative transfer code tests today, when increased computer-power enables us to compute

. . . e fast solutions using both methods, the CMF is preferable.
In this subsection we describe some of the verification tefsts 9 P

our MC radiative transfer code that we have made. The MC- Next we calculated line profiles for structured, 1D winds.
1D version was first applied on spherically symmetric wind&rofiles computed with all three methods agreed for weakmand i
comparing profiles from smooth, stationary winds to profildérmediate lines. For strong lines, the agreement betwe@8-M
calculated using the well-established CMF (cf._Mihalaslet alD and the method from POF, which uses a Sobolev source
1975 Hamarin 1981) and SEI methods, and profiles from tinféinction accounting for multiple-resonance points, wasfc-
dependent RH winds to profiles calculated using the Sobolyy. However, minor discrepancies between Sobolev and non
method developed in POF. Thereafter we applied the MC-ZBpbolev treatments occurred for the strong line also when no
version on models in which all lateral slices had the samitradmicroturbulent velocity was applied (see Hig. ]A.2), as cygub
structure, comparing the results to the MC-1D version. to the smooth case.

First we calculated line profiles for _smooth, 1D winds. We Finally we performed a simple test of our MC-2D code by
have verified that for lovalues ofv, profiles from all the meth- applying it on models in which all lateral slices had the same
ods described above agree perfectly, whereas for higheesalaqig| structure, i.e., the wind was still spherically systric and
the MC-1D and CMF give identical results but the SEI deviatgg| ghservers ought to see the same spectrum. We confirmed tha
significantly, especially for a medium-strong line (see. AP, indeed so was the case, both for smooth and structured models

upper panel). This is due to the hybrid nature of the SEI tecgh Fig.[A.2 the latter case is demonstrated).
nigue, which approximates the source function with its loc

Sobolev value but carries out the exact formal integral aBse
of this, the method does not account for the increasing atafun

10 Remember that neither the SEI nor the CMF, as formulated, here
% For a typical terminal velocity value,, = 2000 km s, v = 0.005 include a transition to the photosphere, but treat the |dweaindary as
corresponds to 10 kntsandy;, = 0.2 to 400 km s?. sharp with a minimum velocitypin.
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Appendix B: The effective escape ratio

We define the ratio of the velocity gays between two clumps
(see Figlb in the main paper) and the thermal velogigs

Av
Vi ’

n (B.1)
In the following, we derive an expression fgr for the wind
geometry used throughout this paperAify = Av + |6V] is the
velocity difference between two clumgenters we may write
(omitting the absolute value signs here and in the folloywing

Av; ov
tot AVtOLﬁ - —5Vﬁ, (BZ)

AV = AVigt — OV =
Vtot,ﬁ (SVlg

where we have normalized the arbitrary velocity intervalée
corresponding intervals,8 sufixes are used to denote parame-
ters of a smooth velocity law. For notational simplicity weiter

AV{O[ ov
= , =—. B.3
e e (B.3)
Assuming radial photonav may be approximated by
oV, or
AV~ —L Aliorg(€1 - o7 ——) (B.4)

or Ariorg”

with the notations of following those ofv. The volume filling
factor for the geometry in use is

2
Vo rior

f=— =
Viot  I5ATot

(B.5)

with V¢ the volume of the clumpYi, the total volume, and
ri =~ ry the radial points associated with the beginning of
the clump and the ICM. Using Eq._B.5 ard,; = V6t (see
Sect[2.P), we obtain

N aVﬁ
T oor

and forn, using the radial Sobolev length of a smooth flow
Lo = w/(dvg/ar),

- Vﬁdt(fl -& fv)
n= L, .

Av Vpot(é1 — &21v), (B.6)

(B.7)

In our modelss; is not given explicitly, but is on the order of
unity, because we distribute clumps according to the upiheyl
smoothB = 1 velocity law. Thus we approximate

Vﬁét(l -& fv)
T
r

We notice that the porosity lengtih as defined by
Owocki et al. (2004) i = 1/f,, wherel is the length associ-
ated with the clump. For the geometry used here this becomes
h ~ ér/f, = vgét. Hence, using, = 1 for a smooth velocity
field,  represents the porosity length corrected for the finite size
of the clump, and divided by the radial Sobolev length.

(B.8)
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